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Complex Matrices
- Conjugate of a matrix:

Ae men(c) — [a/j:| — ’?‘ < men(c) — |:a/j:|

mxn mxn
1+7 1 - (1-7 1
[} EX . A - ) ) — A — } )
/I 1-1 -/ 1+
= Properties of the conjugate of a matrix:
(1) A=A (2) AtB=A+B (3) AB=AB
4) cA=cA ceC (5) (A) = A

(6) If Ais invertible, then (A) = A™
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« Conjugate transpose of a matrix:

AeM, (C) = A=A eM, (C)

mxn

« EX:
o (1-/ 2 )
1+7 —1 0 .« Zi , _
= | > A=A = 1 3+2
2 3-21 1 ,
0 )
« Properties of the conjugate transpose:
1) (A) =A 2 (AtB) =A +B’

(3) (AB) =B'A 4) (cA) =cA’, ceC

https://manara.edu.sy/



[

6)liaJl

« Hermitian matrix:
A square matrix A€ M, (C) is Hermitian if A'= A

(2 247 4)
« EX: A=|2-7 3 J|=A

« Anti-Hermitian (Skew-Hermitian) matrix:
Asquare matrix Ae M _(C) isskew- Hermitian if A"=-A

—f 241/ .
« BEX 4 A= _ =—A
—2+/7 0
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« Notes:
(1) Diagonal entries of an Hermitian matrix are real

(2) Diagonal entries of a Skew-Hermitian matrix are purely imaginary or zero

(3) Every square matrix A < M (C) can be expressed as the sum of a Hermitian
matrix B and a skew-Hermitian matrix C

B = %(A+A*), C = %(A—A*)
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Hermitian Matrices and Unitary Diagonalizatién
« Hermitian matrix: A square matrix A< v (c)is Hermitian if A' = A
« Unitary matrix: A square matrix A< M (C)is Unitary if A = A
= Theorem : (Properties of Hermitian matrices)
If A is a Hermitian matrix, then:
(a) The eigenvalues of A are all real numbers.
(b) Eigenvalues from different eigenspaces are orthogonal

__ 2 1+
« EX A_[l—i 3 }
et( ) |—1+i /1_3| ( YA —-4)=0 = A=1,4 (real numbers)
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ret v V_ L(1+ /)
N I S L

Vi - v, :(—1—/)(%(1+/))+(1)(1) =1(-1-/)(-1+/)+1=0 = orthogonal

« Theorem : (Unitary matrix)
If A is an nxncomplex matrix, then the following are equivalent
(a) A s unitary
(b) [|Ax]| = x| for all xin C*
(c) Ax. Ay=x. yforall xandy in C”
(e) The column vectors (row) of A form an orthonormal set in C” with respect to the
complex Euclidean inner product
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« EX : (Unitary matrix)
L : i
Show that A is unitary, and then find A i Y14/ L(L+4)
Sol: sA-n Z(=-1+))

Rowvectors r; =[3(1+7) (1+70]l, rn=[E0A-/) 3(-1+7]

ror = (3+ ) (30-0)+ 3+ D) (2(-1+9) =0

|| = \/‘%(1 + I)‘2 +2(@+ /)‘2 =1, ||n| = \/‘%(1 - /)‘2 +2(-1+ /)‘2 =1
are orthonormal

1(1— 1
So Aisunitary = A=A z{i(l /) 12(1+I) }
s1-0n 3(=1-1)
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« Unitary diagonalization T
A square complex matrix A is said to be unitarily diagonalizable if there is a unitary
matrix #such that 7*AP= D is a complex diagonal matrix. Any such matrix Zis said to

unitarily diagonalize A

« Theorem : (Unitary diagonalization)

Every nxn Hermitian matrix A has an orthonormal set of » eigenvectors and is unitarily

diagonalized by any nxnz matrix 2 whose column vectors form an orthonormal set of
eigenvectors of A
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Unitary diagonalization of a Hermitian matrix
et A be an zxn Hermitian matrix.
Step 1: Find a basis for each eigenspace of A

Step 2: Apply the Gram-Schmidt process to each of these bases to obtain orthonormal
bases for the eigenspaces.

Step 3: Form the matrix Zwhose column vectors are the basis vectors obtained in Step 2.
This will be a unitary matrix and will unitarily diagonalize A

EX : (Unitary diagonalization of a Hermitian matrix)
Find a matrix Zthat unitarily diagonalizes the Hermitian matrix

2 1+
A= _
L—/ 3}
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—— —1—7/ e e %(1+/)
e A e
Gram-Schmidt Process:

y [ 1/ ] y [ 1+/ |

Py T f P T \2@

A vl | &
[ _1+/ 1 Al =1-i 1+

. 2 141/
D=PAP=| 2 L | 3} W o
B k! B b

=1-7/ 1+/
J3 6
1 2
NEREEN
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= Normal matrices
A square complex matrix A is said to be normal if it commutes with its conjugate

transpose: A*A = AA"
Normal matrices include: the Hermitian, skew-Hermitian, and unitary matrices in the

complex case and the symmetric, skew-symmetric, and orthogonal matrices in the real
case.

= Note:

The nonzero skew-symmetric matrices are examples of real matrices that are not
orthogonally diagonalizable but are unitarily diagonalizable
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« EX : (Normal matrix)

(1 1 0]

A=|0 (A"A= AA)
1

11
01

.-1‘
_ Pure imaginary i
« Notes: eigenvalues

- . : (skew-Hermitian)
Hermitian matrices have real eigenvalues

|A] = 1 (unitary)
Skew-Hermitian matrices have eigenvalues either /— ﬁ\
- - 1
zero or purely imaginary \Jl o >

Real eigenvalues

Unitary matrices have eigenvalues of modulus 1 (Hermitian)
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By choosing good bases, A multiplies v; in the row space to give g; u; in the column space.
A~! must do the opposite! If Av = ou then A~'u = v/o. The singular values of A~*
are 1 /0, just as the eigenvalues of A~' are 1/\. The bases are reversed. The u’s are in the
row space of A~ 1, the v’s are in the column space.

Until this moment we would have added “if A~! exists.”

Pseudoinverse of A

A= VETERY

- 1
d;

-.]

1 by n n by m

=

Now we don't.
A matrix that multiplies u; to produce v;/o; does exist. It is the pseudoinverse A™:

T
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The pseudoinverse A™ is an n by m matrix. If A~' exists (we said it again), then A" is
the same as A~ !. In that case m = n = 7 and we are inverting ULVT to get VX~ 1U?T,
The new symbol A" is needed when 7 < m or r < n. Then A has no two-sided inverse,
but it has a pseudoinverse A™ with that same rank r:

1 .
ATu; = —w; fori<r and ATu; =0 fori>r.
oF
The vectors ug, ..., u, in the column space of A go back to v1,..., v, in the row space.
The other vectors %,41,. . ., U,y are in the left nullspace, and A1 sends them to zero.

When we know what happens to all those basis vectors, we know AT,
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Notice the pseudoinverse of the diagonal matrix . Each o in ¥ is replaced by o~ ! in
Y. The product 1Y is as near to the identity as we can get. It is a projection matrix,
>t is partly I and otherwise zero. We can invert the o’s, but we can’t do anything about
the zero rows and columns. This example has o; = 2 and 03 = 3:

(1/2 0 O0|[2 0 0] [1 0 O] I 0
>*Yy=]10 1/3 0 DSUleDz[OUI.
0 0 0][0 0 0] [0 O O

The pseudoinverse A" is the n by m matrix that makes AA* and A" A into projections.
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A Row space to column space
AT Column space to row space

nullspace

Pseudoinverse A+ of AT

A+A=[

I 0 | rowspace
0 O | nullspace

Az* in the column space goes back to At Az+ = =™ in the row space.
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Trying for AAY = projection matrix onto the column space of A
AA Y =A1A=T A" A = projection matrix onto the row space of A

Example 3 Every rank one matrix is a column times a row. With unit vectors u and v,
that is A = ocuwv™. Its pseudoinverse is At = vu™ /0. The product AA* is uuT, the
projection onto the line through . The product A* A is vv®.

i |
T 1
rank is 1. The only singular value is 0; = 2. That s inverted to 1/2 in X7 (also rank 1).

O i e v e s O
+— ystyT = -
AP =¥ ‘\/5[1 —1”0 OJ\/Q[I -1] 4[1 1]'

A™ also has rank 1. Its column space is always the row space of A.

Example 4 Find the pseudoinverse of A = [ ] . This matrix is not invertible. The
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