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State Space Representations of Linear Physical Systems

Introduction
As systems become more complex, representing them with differential equations or transfer functions becomes
cumbersome. This is even more true if the system has multiple inputs and outputs.The state space representation

of a system replaces an nth order differential equation with a single first order matrix differential equation. The state
space representation of a system is given by two equations :

q(t) = Aq(t) + Bu(t)
y(t) = Cq(t) + Du(t)
th

The first equation is called the state equation, the second equation is called the output equation. Foran n

order system (i.e., it can be represented by an nt" order differential equation) with r inputs and m outputs the size of
each of the matrices is as follows:
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q is nx1 (n rows by 1 column); q is called the state vector, it is a function of time

A is nxn; A is the state matrix, a constant
B is nx; B is the input matrix, a constant
u is rx1; U is the input, a function of time

C is mxn; C is the output matrix, a constant
D is mxr; D is the direct transition matrix, a constant

y is mx1; y is the output, a function of time

Note several features:

» The state equation has a single first order derivative of the state vector on the left, and the state vector, q(t),
and the input u(t) on the right. There are no derivatives on the right hand side.

e The output equation has the output on the left, and the state vector, q(t), and the input u(t) on the right. There
are no derivatives on the right hand side.
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Example

Consider an 41 order system represented by a single 4t order differential equation with input x and output y.

y +ay+ay+ay+ay =bx
We can define 4 new variables, q1 through g4.

a, =Yy
q2=q1=?
quqzz;f

d,=G; =Y, SO

Y +a,q, + a,ds + a0+ a,q, = bgx
qq = V: 50
y = qq = —ay(; —az(J; —a(z; —a,(, + box
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We can now rewrite the 41" order differential equation as 4 first order equations
qQ, =4, =Y
qz =qs = y
d: =0y =Y

q, = —a,q, —a;q; —aq; —aq, + bux

This is compactly written in state space format as

oo — . oy P

a, 0 1 0 O0||lq 0
o &| |0 0 1 o0lqg |oO
q-Aq+Bu allo o o 1laql'lo
_qa_ __34 —33 _az _al__q-l_ | ~0 _
o
y = €q +Du y=[1 0 0 0] 32 +[0]u
3
| Qs |
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The State Transition Matrix
X = AxXx+Bu

v = Cx +Du

where for two or more simultaneous ditterential equations, A and C are 2 x 2 or higher order

matrices, and B and Dare column vectors with two or more rows. In this section we will intro-

v o = At " ] i~ ] (e ¥
duce the state transition matrix e” ", and we will prove thart the solution of the matrix difterential
equation

X = AX + Bu with inirial conditions x(ty) = X,

is obtained from the relation

A(t—t.) vt
X(t) = e 0 xﬂ+e‘“_[ e TBu(t)dt

oy
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Prooft:
Let A be any n x n matrix whose elements are constants. Then, another n x n matrix denoted as

@(t), is said to be the state transition matrix of x = Ax + Bu if it is related to the matrix A

as the matrix power series

At T At+ A+ LA+ .+ LA
2! 3! n'

o(t)=e

where I is the n xn identity matrix.

©(0) = er = I+A0+ ... =1

@'(t) = %e““ = 0+A-1+A%t+... = A+At+ ...
d at _ At

dte = Ae
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The initial condition is satisfied from the relation

t
A(tg—tp) At ° _Aa A0
=e ° Yxo+e °I e "'Bu(t)dt = e Xo+ 0 = Ixy = X

X(to)
to
A(t—ty) AeE* ik
xX(t) = & “xo+ e tj e " TBu(t)dr
to
. A(t—1t5) ASE " A At -A
x(t) = Ae °xo+Ae tI e Bu(t)dr + e e M 'Bu(t)
%o
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_ A(t—tp) Atf' —Ax At —At
X(t) = AI:e ﬂxn+e t_[ e TBf'll("I':‘)dT:|+E ‘e tBu(t)
to

X = AX+ Bu

In summary, it A is an n x n matrix whose elements are constants, n = 2, and b is a column vec-
tor with n elements, the solution of

X = AX+ Bu

with initial condition
Xo = X(t,)

A(t—t,) v
X(t) = e ¢ x0+e‘q‘t_[ e *TBu(t)dr

L
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Computation of the State Transition Matrix

Let A be an n xn matrix, and I be the n x n identity martrix. By detinition, the eigenvalues A,

i=1,2,...,n of A are the roots of the nth order polynomial

det[A—AI] = 0

L] L L] L] At L] - L]
Evaluation of the state transition matrix e is based on the Cayley—Hamilton theorem. This theo-

rem states that a matrix can be expressed as an (n— 1)th degree polynomial in terms of the
matrix A as

>
et = agl+a,A+a, A +...+a

n— 1
1&%-.

i —

where the coetticients a; are functions of the eigenvalues A .
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Distinct Eigenvalues

It A=A, # 3= ... # A, that is, if all eigenvalues of a given matrix A are distinct, the coetti-

cients a; are found from the simultaneous solution ot the tollowing system ot equations:

4 2 ~n—1 Ayt

ﬂﬂ"' ﬁl}-.l + ﬂz.l""-.l + = = o= + aﬂ_l.i"'-.-l —_ "3
. L2 . n—1 Aot

ﬂ.]"' ﬂlj‘i-.z + ﬂz.l""-.z + = = o= + aﬂ_l.l'ﬂ'-.-z —_ E:
. . n—1 Ant

ag+a, A, +aA_+...+a,_ A, = ¢
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Example
Compute the state transition matrix e** given that > 1
A = -
Solution: 0 -1

We must first find the eigenvalues A of the given matrix A . These are found from the expansion
of

det[A=-AI] =

0
det[A — AI] = det [l=2 1 1 0 } =det|"2—* 1 | =0
o = 0 1 0 —-1-A

(=2 =A)(=1=A)=0

Ay = =1 and A, =-2

i
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Since A 1s a 2 x 2 matrix

At

e = agl+a;A
At

ap+a Ay, = e |
Aot

a, +a, A, = €

Simultaneous solution

—t 2t
a, = 2e —e

a; = e —e¢

ag + a;(—1) = e "

ap+a,(—2) = e '
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In summary, we compute the state transition matrix e for a given matrix A using the following
procedure:

1.

We tind the eigenvalues A from det[A —AI] = 0. We can write [A —AI] art once by sub-

tracting A trom each of the main diagonal elements of A. It the dimension of A isa 2x2

matrix, it will yield two eigenvalues; if it is a 3 x 3 martrix, it will yvield three eigenvalues, and
SO Om.

It the dimension of A is a 2 x 2 matrix, we use only the first 2 terms of the right side of the
state transition matrix

A 2 -
el = al+a,A+a, A +...+a,_ ;A" !
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It A matrixisa 3 x 3 matrix, we use the first 3 terms

3. We obrtain the a, coeftficients from

. - 2 -1 At
a,+a, Ay +a A + ...+a,_ A} = e

. ~ 2 n—1 Aat
ﬁﬂ+ﬂlf-.3+ﬂjﬁ.3+ ...+an_1 'l-: = <

" ‘-.?- P | }"nt
ag+a A +aA +...+a, A, = €

We use as many equations as the number of the eigenvalues, and we solve for the coetticients

a;.

4. We substitute the a, coetticients into the state transition matrix
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Example

L] i L At i
CDlllpl_ltE‘ t].'lE‘ state transition matrx € S1VCIl t].'lﬂt

_5 7 —5_
A =10 4 -1

> 8 —3
Solution:

1. We first compute the eigenvalues trom det[A - AI] = 0. We obtain [A —AI] at once, by sub-
tracting A trom each ot the main diagonal elements ot A . Then,

S5—A 7 -5
det[A — AI] = det| 4 — _1 0

2 8 —3-A

- 3 n 2 -
N —OAN +11A—-6 =0
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We will use MATLAB roots(p) tunction to obtain the roots

p=[1-6 11 -6];
Lambda=roots(p)

and thus the eigenvalues are
; _ —_ M y —

2. Since A isa 3 x 3 matrix, we use the first 3 terms

>
et = a,l+a,A+a, A"
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3. We obtain the coefficients a,. a;, and a, from

) . At t

- - }l- t lt
ag+a,hy +a,h; = e - a,+2a,+4a, = e

- -2 Agt 3t

syms t;

B=[111;124;1309];
b=[exp(t); exp(2*t); exp(3*t)];
a=inv(B)*b;

disp(‘'a0 ="');

disp(a(1));

disp(‘al =");

disp(a(2));

disp(‘a2 =');

disp(a(3))

a0 =
exp(3*t) - 3*exp(2*t) + 3*exp(t)

al=
4*exp(2*t) - (3*exp(3*t))/2 - (5*exp(t))/2

a2=
exp(3*t)/2 - exp(2*t) + exp(t)/2
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4. We also use MATLAB to pertorm the substitution into the state transition matrix, and to per-
torm the matrix multiplications.

syms t;
— 2% %3] % *4). ent =
a0=3 exP(t)+exP(3 t) 3 exP(z t)’ [-2*exp (L) +2*exp (2*t) +exp (3*L) , -6*exp (t)+5*exp(2*t) +exp(3*t),
al =-5/2*exp(t)-3/2*exp(3*t)+4*exp(2*t); arexp(t)-3*exp(2*t) -exp (3*t) ]
a2 = 1/2*exp(t)+1/2*exp(3*t)-exp(2*t); [-exp(t)+2*exp(2*L) —exp (3*L), -3*exp(t)+5*exp (2*t) ~-exp (3*t) ,
2*eXp (L) -3*exp (2*t) +exp (3*L) ]
A= [5 7-5;04-1;28 '3]; [-3*exp(t)+4*exp (2*L) -~exp(3*L), -9*exp(t)+l0*exp(2*t)-exp(3*t),
eAt=a0*eye(3)+al*A+a2*AN2 6*exp (t) -6*exp (2*t) +exp (3*t) ]
Thus,
_2e'+2e et —6e'+5e et 4ef — 3 "
At
© - —E‘t+2~::”'t—va3t —3e' + Sezt—eat Zet—ﬁezt+e3t
_—3&‘+*—1ezt—e3t —9e'+ 10e” " =" Get—ﬁezt+e3i
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Complex Eigenvalues

Example

L L L At 4
CDIﬂplltE t].'lE state rransifion matrix Z1VElL t].'lE’ll'

S

A1 = +j and Az = —j

Q,
[

cos(t) + gsin(t) = ap + a1J

e It cos(t) — gsin(t) = ag — a7,

ap = cos(t) and a; = sin(?)

et = COS(t)I-I-sin(t)A:[ saa(t) =mir)

—sin(t) cos(t)
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x(0)=x,=00lm
x(0)=v, = 0 mv's

A1 = +jand A2 = —j

EAt= |:

LICEUERE N ot

cos(t)
— sin(t)

sin(t)
cos(t)

— X
kx e m e — 2
F(t)— kxz = m#
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A(t—1ty)

t
X(t) = e x0+emj e *"Bu(t)dr

L

x(t)=[ cos(t)  sin(t) ] [0.01]_}_[ cos(t)  sin(t) ] _[t [CDS(T) sin(‘t)] [?]0_1 de

—sin(t) cos(t) 0 —sin(t) cos(t) t, | sin(t) cos(T)

x1=0.1-0.09*cos(t);
x2=v=0.09%sin(t);
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Multiple (Repeated) Eigenvalues

In this case, we will assume that the polynomial of det[A —AI] = 0

has n roots, and m of these roots are equal. In other words, the roots are

A =Ap= Ag... = Ay A1 )\.n
The coefticients a; of the state transition matrix
At . n-1
e = ajgl+aA+a, A" +...+a,_ ;A

are found from the simultaneous solution of the system of equations of
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- L2 4 n—1 At
ag +a; A +a A+ ... +a,_1/, = e
- 2 -1 d At
—(ag+ a; Ay Fa A+ ... +a,_ A7) = —e'"
d.l""ul d.l"'q.l
2 2
d” - 2 —1 d” At
_}l::ﬁﬂ + al}'\.l +ﬂf:|.||"'n.1 + - wom + ﬂn_l}-\.? ) = e '
di; . da;
-1 ~1
—1 m— 1 .
d™ 5 2 -1 d At
—[ﬂﬂ + Ell}-.l +af:|.|""q.1 + aaom + a _1}'.-]]:-[ ) —_ !
m—1 = m - 1 — 1
d}!.—l d-.l'"q.l
A t
- - 2 n—1 m + 1
ap t Ay ta@xhAn 1+ ... Fa, 1A =
~ ~ 2 ~ n—1 Ant
Ay +a, A +a A+ ... +a,_ /., = e

https://manara.edu.sy/



https://manara.edu.sy/

[

6)liaJl

Example

Compute the state transition matrix e= given that

-1 0

2 -1

A =

Solution:

1. We first find the eigenvalues A of the martrix A and these are tound from the polynomial of
dﬂt[ﬁk—.}\.]:] e Dq-

det[A — AI] = det [_

-2 0| _y (—1=A)(=1=%) = 0 (A+1)° =0
2 —1-4

‘}"'1 p— .}-..2 =t —1
2, Since A is a 2 x 2 matrix, we only need the first two terms of the state transition matrix, that

1s,
At
e = aDI+ EIIA
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3. We tind a, and a,
. Ayt R At
ag +a; Ay = ¢ agp+a;/h; = € '
d d gt
—(a,+a; ;) = —e At
and by substitution with A, = A, = —1 , we obtain
_ —t
—t
a, = te

Simultaneous solution ot the last two equations yields

—t —T
a, = € +te

te "

=
=t
[l
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4. By substitution, we obtain
e™t = (e " +te ) L I
0 1 2 -

—t
At e ()
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We can use the MATLAB eig(x) tunction to tind the eigenvalues of an n x n matrix. To find out
how it is used, we invoke the help eig command.

A=[-21;0-1]; lambda =
lambda=eig(A) -2

-1
B=[57-5;04-1;28-3]; lambda =
lambda=eig(B) 1.0000

3.0000

2.0000
C=[-10;2-1]; lambda =
lambda=eig(C) -1

-1
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